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ABSTRACT   Brain infection and metastasis brain tumor in CT Scan examination have 

similar ring-enhancing lesion patterns. This research aims to develop a program that aids the 

radiologists to identify these brain disorders. The radiologists often have difficulties and mostly 

subjective when distinguishing the ring-enhancing lesion whether brain infection or metastatic 

brain tumor, especially in patients with no previous history of the disease. With these limitations, 

this research produces a Computer Aided Diagnose (CAD) system in order to assist the 

radiologists in brain disorders observing from the images of CT scan brain scanning. The CAD 

system is supported by features extraction method which is generated using the combinations of 

Hu's invariant moment features. The decision maker uses the backpropagation neural network 

method to classify the brain disorders based on their invariant moment features that could help 

the radiologists when identifying the brain abnormalities. The results of brain abnormalities 

identification including normal, brain infection, and metastasis brain tumor yielded performance 

with 88.9% accuracy, 86% sensitivity, and 100% specificity. 
 

Keywords:   CT scan, identification, invariant moment features, backpropagation, neural 

network. 

 
 

1. INTRODUCTION 

 

Brain infection and metastasis brain 

tumor are serious diseases with high number 

of cases. Radiology imaging is an important 

part for brain abnormalities diagnosis. The 

most frequently used radiology instruments 

for the diagnosis of brain tumor and 

metastasis brain tumor are CT Scan and 

Magnetic Resonance Imaging (MRI). MRI 

has an ability to distinguish brain infection 

and metastasis brain tumor more accurately 

and appears to be clearer shape than CT Scan 

in those two brain abnormalities with similar 

shapes with multiple ring enhancing. The 

most imaging modality that used in the 

hospital is CT Scan because the CT Scan has 

lower cost than MRI. Lesions that describes 

the infection process or metastases in the 

brain on CT scan seen as a ring enhancing 

lesion after given contrast. The radiologists 

often have difficulty to distinguish ring 

enhancing lesion from CT Scan images, an 

infection process, or metastases especially 
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on patients with unknown illness history 

before. With those limitations, a type of 

research is needed to diagnose CT scan 

image with image processing method so that 

the radiologist can distinguish various kind 

of brain abnormalities such as infection and 

metastatic tumors in brain.  

 

 In this research, we use appropriate 

pattern recognition methods to distinguish 

the object of ring lesions in brain resulted 

from CT Scan scanning with two kinds of 

classification whether brain infection or 

metastasis brain tumor. In this study, we use 

Hu’s moment invariant that can measure the 

quantities of the particular differential 

pattern which has the discriminant power to 

differentiate the pattern between these two 

abnormalities brain diseases.    

 

 Zhang et al (2015) used Hu’s 

moment invariant as feature extraction with 

classification accuracies of 100% over 

Dataset-66, 100% over Dataset-160, and 

99.45% over Dataset-255. Zunic, et al 

(2010) used Hu moment invariants that 

could detect small irregularities in nearly 

circular shapes broken by noise. Moment 

invariant is proven to have high ability to 

trace the pattern of images with images 

translation, scaling, rotation, and free from 

noise (Huang & Leng, 2010), hence this 

research uses the Hu’s moment invariant as 

feature extraction and backpropagation 

neural network as the classification method. 

But before that, an image processing method 

is conducted which consists of preprocessing 

and segmentation. Feature extraction for this 

research used 7 combination of Hu’s 

moment invariant method and the 

backpropagation neural network method 

classifies the characteristics from a unique 

object to represent the shape to distinguish 

the two of brain abnormalities cases with 

feature extraction of a ring enhancing shape 

on infection and metastatic. All data that will 

be processed in this research is a data result 

of CT Scan modality test. Generated data 

will be in the form of images with various 

kind of gray intensity that describes brain 

structure along with abnormalities (lesions) 

for brain infection and metastatic cases. 

 

 

2. THE RING ENHANCEMENT 

LESION PATTERN 

 

The ring enhancing pattern is a 

difficult pattern to be analyzed in 

neuroimaging, especially in the metastasis 

brain tumor and brain infection images that 

resulted from CT Scan. The lesion pattern of 

both brain abnormalities are similar each 

other that form the ring enhancement 

pattern. This ambiguity pattern can cause the 

decreasing accuracy of the radiologist 

diagnosis, even less the patients do not have 

the exact previous symptoms.  

 

 The pattern of ring lesion in the brain 

infection has the ring with smooth line, but 

in the metastasis brain tumor has rough and 

irregular line shapes. The Figure 1(a) 

represents the ring lesion pattern of brain 

infection and (b) malignant brain tumor. The 

radiologists have difficulties to distinguish 

both these patterns visually from CT Scan 

images. In some cases, these brain 

abnormalities show the multiple ring 

enhancing lesions as shown in Figure 2.
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(a)    (b) 

Figure 1. The Ring Enhancing Lesion Pattern 

(a) In The Brain Infection  (b) In The Brain Tumor (Claussen et al, 1982) 

 

The ring pattern in Figure 3 sometimes is similar with the pattern of Glioblastoma and metastasis. 

 

 

(a)                                                          (b) 

Figure 2. The Multiple Ring Enhancing Lesions in (a) The Metastasis Brain Tumor (b) 

The Brain Infection (Claussen et al, 1982) 

 

  

3. THE HU MOMENT 

INVARIANTS 

 

Moment Invariant is introduced by 

Hu that formulate the six absolute 

orthogonal invariants and an orthogonal 

invariant based on algebraic invariants. The 

2-D moment with order (a+b) in the digital 

image g(m,n) is defined as (Zhang, 2016) : 

 

                                      𝑚𝑜𝑚𝑒𝑛𝑡𝑎𝑏 = ∑ ∑ 𝑚𝑎𝑛𝑏𝑔(𝑚, 𝑛)𝑛𝑚           (1) 
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Where : 

𝑚𝑜𝑚𝑒𝑛𝑡𝑎𝑏 = 𝑡ℎ𝑒 moment of digital images 

a,b = the moment order 

g = the value of image intensity 

m,n = the pixel coordinate 

For a,b = 0, 1, 2, ..., where the sum of (a+b) order is above the value of m and n image’s spatial 

coordinate. The central moment is defined as (Zhang, 2016) 

 

𝜑𝑎𝑏 = ∑ ∑ (𝑚 − �̅�)𝑎(𝑛 − �̅�)𝑏
𝑛𝑚 𝑔(𝑚, 𝑛)         (2) 

 

Where �̅� =
𝐴10

𝐴00
 𝑑𝑎𝑛 �̅� =

𝐴01

𝐴00
          (3) 

𝐴00 = area of whole images 

𝐴10 = area of the object in the horizontal direction 

𝐴01 = area of the object in the vertical direction 

𝜑    = center moment 

�̅�, �̅� = center image 

The Normalized central moment from the order (a+b) is defined as : 

𝜓𝑎𝑏 =
𝜑𝑎𝑏

𝜑00
𝛽 ,  for a, b = 0, 1, 2, … 

 where : 

𝛽 =
𝑎+𝑏

2
+ 1,  for a+b = 2, 3, .... 

The 7 moment invariants which are not sensitive to the translation, scale change, and 

rotation are derived as (Zhang, 2016) : 

Θ1 = 𝜓20 + 𝜓02         (4) 

Θ2 = (𝜓20 − 𝜓02)2 + 4𝜓11
2                                                                                               (5) 

Θ3 = (𝜓30 − 3𝜓12)2 + (3𝜓21 − 𝜓03)2                                                                            (6) 

Θ4 = (𝜓30 + 𝜓12)2 + (𝜓21 − 𝜓03)2                                                                                (7) 

Θ5 = (𝜓30 − 𝜓12)(𝜓30 + 𝜓12)[(𝜓30 + 𝜓12)2 − 3(𝜓21 + 𝜓03)2] + (3𝜓21 +
𝜓03)(𝜓21 + 𝜓03)[3(𝜓30 + 𝜓12)2 − (𝜓21 + 𝜓03)2]                                                                       (8) 

Θ6 = (𝜓20 − 𝜓02)[(𝜓30 + 𝜓12)2 − (𝜓21 + 𝜓03)2] + 

4𝜓11(𝜓30 + 𝜓12)(𝜓21 + 𝜓03)            (9) 

Θ7 = (3𝜓21 − 𝜓03)(𝜓30 + 𝜓12)[(𝜓30 + 𝜓12)2 − 3(𝜓21 + 𝜓03)2] + (3𝜓21 +
𝜓03)(𝜓21 + 𝜓03)[3(𝜓30 + 𝜓12)2 − (𝜓21 + 𝜓03)2]                                                                     (10) 
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4. NEURAL NETWORK 

 

Artificial neural network is an 

algorithm system that has characteristics 

similar to human nerve tissue. 

Backpropagation is a supervised learning 

algorithm and is used by many layers of 

perceptrons to change the weights connected 

to neurons in the hidden layer. Figure 3 

shows the Backpropagation network 

architecture. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Backpropagation network architecture (Sun, 2016) 

 

 

5. EXPERIMENTS 

 

5.1 Method  

 

In order to identify ring enhancing 

lesion in brain metastases and infection, we 

used images that were acquired from CT 

scan.  Computed Tomography (CT) usually 

called Computed Axial Tomography (CAT), 

Computer-assisted Tomography, or (body 

section rontgenography) uses digital 

processing to generate an internal three 

dimensions image of an object from x-rays 

that will generates two-dimension image. CT 

scan could give one tumor tissue image with 

another. CT scan could also give lesions 

density abnormalities image, and could be 

clarified by giving contrast (Dewi, Loho, & 

Tubagus, 2015). 

 

Variety of CT Scan data used in this 

research are images of brain infection, 

metastases, and normal condition which 

have been examined by radiologists. The 

image data used in this research is DICOM 

(.dcm) which was the original image 

acquired from CT Scan instrument. Image 

obtained has size of 512x512 pixels, and was 

taken from CT-Scan multislice instrument 

with maximum X-ray generator of 120 kV.
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(a)                                         (b)                                      (c) 

Figure 4. The Sample Data CT Scan, (a) Brain Infection (b) Metastasis Brain Tumor 

(c) Normal Brain 

 

 All of the data are categorized into 

training data and test data. 70% of the data 

are clustered into training data, which 

includes 25 infection cases, 30 metastases 

cases, and 50 normal cases. While the rest 

are testing data which includes 25 infection 

cases, 25 metastases cases, and 25 normal 

cases. The Hu moment invariants (1 until 

7) of each data images are calculated to 

become the input of neural network. The 

backpropagation neural network algorithm 

that used in this research are (Rulaningtyas, 

et al, 2011) : 

 

1.  Step 0: Initialize weight and bias (random) 

2.  Step 1: If stopping condition is still not met, run step 2-9 

3.  Step 2: For each training data, do steps 3-8 

4.  Step 3: Each input unit (xi, i = 1, ..., n) receives the input signal xi and spreads the signal to all 

units in the hidden layer 

5.  Step 4: Each hidden unit (zi, j = 1, ..., p) will add the input signals that have weighted, including 

the bias. 

                                                                                     (11) 

and use the activation function of the hidden unit, 

                                                                                     (12) 

then send this output signal to all units   

6.  Step 5: Each unit of output (yk, k = 1, ..., m) will add the input signals that have weighted, 

including the bias, 

                                                                                   (13) 

and use the activation function of the output unit concerned, 

                                                                                   (14) 

7.  Step 6: Each output unit (yk, k = 1, ..., m) accepts a target (expected output) that will be 

compared to the output produced. 

                                                                                   (15) 

This δk factor is used to calculate error correction (∆wjk) which will later be used to update 

time, where 

                                                                                  (16) 
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In addition, the bias correction ∆w0k is calculated which will be used to update ∆w0k, where 

                                                                                  (17) 

This δk factor is sending to the layer in front of it.  

8.  Step 7: Each hidden unit (zj, j = 1, ..., p) sums up the delta input (which is sent from the layer 

in step 6) which is already weighted. 

                                                                                  (18)  

Then the results are multiplied by the derivative of the activation function used by the network 

to generate an error correction factor δj, where: 

                                                                                  (19) 

This factor δj is used to calculate error correction (∆vij) that will be used to update the vij, 

where: 

                                                                                 (20) 

∆v0j bias correction is also calculated which will be used to update v0j, where: 

                                                                                   (21) 

9. Step 8: Each unit of output (yk, k = 1, ..., m) will update the bias and weight in each hidden 

unit 

                                                                                  (22) 

Likewise for each hidden unit will update the bias and their weight on each input unit. 

                                                                                  (23) 

10. Step 9: Check the stopping condition 

 

 

5.2 Result and Discussion 

 

The identification software for brain 

infection and metastasis brain tumor 

developed in this research is shown in the 

Figure 5. 

 

  
Figure 5. The Visualization of the Resulted Software 
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 The result of feature extraction using 

Hu moment invariants method is shown in 

Figure 6. From Figure 6, the values of the Hu 

moment invariants could be separated into 

three threshold values, they are 1, 0, and 0.5. 

It showed that all The Hu moment invariant 

features have significant and meaningful 

values to distinguish the brain disease. From 

the BPNN training process gives the 

threshold values 1 for brain infection, 0.5 for 

metastasis brain tumor, and 0 for normal 

brain. The Hu moment invariants features 

will be classified using backpropagation 

neural network with sigmoid activated 

function that the target value is determined 

by range number 0 until 1.  

 

 The initial weight values of BPNN is 

random between -1 until 1. The parameters 

that are chosen to be optimized in BPNN 

architecture are the number of hidden nodes, 

the value of learning rate, and the number of 

maximum epochs. From the experiment 

shows that the BPNN architecture with 10 

nodes hidden, learning rate 0.5, and 

maximum epochs 10000 are giving the best 

performance with highest accuracy (in 

Figure 7). From MSE (Mean Square Error) 

graphic in Figure 8, It shows that the error 

gives the decrease trend until steady state 

condition reached in the epoch 1000 with 

MSE 0.0242. For calculating the MSE 

values, this research used Eq.24.

  

𝑀𝑆𝐸 =  
1

𝑏
 ∑(𝑦𝑑𝑁𝑁 − 𝑦𝑜𝑁𝑁)2

𝑏

𝑎=1

 

(24) 

With b : the number of data, 𝑦𝑑𝑁𝑁 = 𝑡ℎ𝑒 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑛𝑒𝑢𝑟𝑎𝑙 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 𝑜𝑢𝑡𝑝𝑢𝑡, 𝑦𝑜𝑁𝑁 =
𝑡ℎ𝑒 𝑛𝑒𝑢𝑟𝑎𝑙 𝑛𝑒𝑡𝑤𝑜𝑟𝑘 𝑜𝑢𝑡𝑝𝑢𝑡. 

 

 

 

Figure 6. The Hu moment invariants Result 
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Figure 7. The Comparison of Accuracy Values with the Learning Rate Variation 

 

 
Figure 8. MSE Values from BPNN Training 

 

 

 The measured parameter for succeed 

classification process is derived by 

calculation of the accuracy, sensitivity, and 

specificity values when all the data training 

and testing compared with the golden 

standard from the doctors and clinicians.  

The summary of the research result is 

represented in Table 1. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑃 + 𝑁
× 100% 

(25) 

𝑃 = 𝑇𝑃 + 𝐹𝑁 𝑑𝑎𝑛 𝑁 = 𝐹𝑃 + 𝑇𝑁 (26) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% 

(27) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
× 100% 

(28) 

Where : 

𝑇𝑃 = True positive  

𝑇𝑁  = True negative 

𝐹𝑃  = False positive 

𝐹𝑁  = False negative 

 

 The accuracy represents that the 

resulted software could classify the all 

features between normal, brain infection, 

and metastasis brain tumor cases. The 

sensitivity represents that the resulted 

software could classify the features between 

the normal brain and abnormal brain. The 

specificity represents that the resulted 

software could classify the ring features 

between the brain infection and metastasis 

brain tumor properly. 

 

Table 1. The Summary of Research Result 

The Parameters The Values 

Mean Square Error BPNN 0.0242 

Accuracy 88.9% 

Sensitivity 86% 

Specificity 100% 

 

 

6. CONCLUSION 

 

Hu moment invariants can identify the 

pattern of ring enhancing lesion in brain 

infection and metastasis brain tumor with 

good accuracy. Hu moment invariants could 

not be influenced by the position, scale, and 

rotation position of the brain images in CT 

Scan. It extracts suitable features for 

classification as seen in this research the 

BPNN could distinguish the brain 

abnormalities, brain infection and metastasis 

brain tumor with good result in accuracy, 

sensitivity, and specificity.    

To improve the performance of 

identifying the ring enhancing lesion, this 

research still needs more development in 

pattern recognition method to measure the 

irregularities in the ring boundary shapes. 

We can try to use unsupervised machine 

learning method to overcome this problem. 

The machine learning will adjust their self 

adaptively to suit the shape of boundary 

objects that will be identified. 
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