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ABSTRACT   Time series clustering technique was used in this study to categorize the 

locations in Peninsular Malaysia according to the similarity of rainfall distribution patterns. Daily 

rainfall time series data from 12 meteorological observation stations across Peninsular Malaysia 

have been considered for this study. Four dissimilarity measure methods were examined and 

compared in terms of accuracy and suitability, namely Euclidean distance (ED), complexity-

invariant distance (CID), correlation-based distance (COR) and integrated periodogram-based 

distance (IP). The average silhouette width (ASW) was used to determine the optimal group number 

for the rainfall time series data. Using Ward’s hierarchical clustering method, this study found that 

the rainfall time series in Peninsular Malaysia can be divided into four regions of homogeneous 

climate zones. Based on the results, the IP was the most suitable dissimilarity measures for 

clustering rainfall time series data in Peninsular Malaysia, except during the Southwest Monsoon 

where the COR performed better. 

 

Keywords: time series clustering, dissimilarity measures, rainfall patterns, Peninsular Malaysia. 

 

 
 

1. INTRODUCTION 
 

Accuracy in weather forecasting helps 

to contribute to the nation socioeconomic 

activities and development. The weather 

reports are used in planning and decision 

making for matters related to disaster 

management, water management, agriculture, 

industry and tourism. Clustering technique is 

one of the effective data mining techniques to 

extract useful information. It is important to 

identify the set of objects whose class is 

unknown in data mining. This has been 

applied in the study of taxonomy, agriculture, 

remote sensing and process control (Kavitha 

& Punithavalli, 2010), as well as meteorology 

study to determine and classify rainfall 

patterns (Munoz-Diaz & Rodrigo, 2004; 

Soltani & Modarres, 2006).  

 

Time series clustering is a technique 

which can partition time series data into 

groups based on its similarity or distance. 

Time series clustering has been used for 

recognizing dynamic changes in time series, 

discovering patterns, prediction and 
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recommendation in many field of studies such 

as in climate, energy, environment, finance 

and medicine (Aghabozorgi et al., 2015; Rani 

& Sikka, 2012). Ahmad et al. (2013) used the 

hierarchical clustering approach to regionalise 

the daily rainfall data in Peninsular Malaysia. 

However, they do not consider the seasonal 

factor, which is crucial for the Malaysian 

climate. This was conducted by clustering the 

time series data only during the Northeast 

Monsoon (or Southwest Monsoon), instead of 

clustering the whole time series.  

 

In this study, the rainfall time series 

data from 12 meteorological stations in 

Peninsular Malaysia from 1970 to 2014 (45 

years) were analysed using clustering 

technique. This study examined and 

compared four dissimilarity measure methods 

used to cluster the rainfall time series in 

Malaysia according to homogenous climate 

zone. 

 

 

2. RAINFALL DATA 

 

Malaysia is a country located near to 

the equator, divided into two regions which 

are the Peninsular Malaysia and East 

Malaysia separated by the South China Sea. 

The climate is hot and humid throughout the 

year with heavy rainfalls. There are two 

monsoon seasons, the Southwest Monsoon 

(May to August), where the east coast of 

Peninsular Malaysia, west of Sarawak and 

east coast of Sabah have more rainfalls, and 

the Northeast Monsoon (November to 

February), where the rainfall occurrence is 

lesser at the east coast of Peninsular 

Malaysia. The total precipitation is between 

2000 and 4000 mm annually.  

 

Twelve Malaysian Meteorological 

Department (MMD) observation stations that 

cover three zones in Peninsular Malaysia 

were selected in this study. Details for each 

station and its location is depicted in Table 1 

and Figure 1. The daily time series rainfall 

data from 1970 until 2014 were used in this 

analysis.

 

Table 1:  Stations details, location and percentage of missing data for each station. 

 

Station 
Station 

Code 

Latitude 

(°N) 

Longitude 

(°E) 

Mean Sea 

Level 

(MSL) 

(m) 

Missing 

Data 

(%) 

Alor Setar 48603 6.2 100.4 3.9  - 

Bayan Lepas 48601 5.3 100.2667 2.5  - 

Kota Bharu 48615 6.1667 102.3 4.4  - 

Hospital Dungun 49476 4.7667 103.4167 3 2.46 

Kuantan 48657 3.7667 103.2167 15.2  - 

Mersing 48674 2.45 103.8333 43.6  - 

Subang 48647 3.1333 101.55 16.6  - 

Malacca 48665 2.2667 102.25 8.5  - 

Hospital Baling 41545 5.6833 100.9167 52 0.42 

Ipoh 48625 4.5667 101.1 40.1  - 

Hospital Tapah  43421 4.2 101.2667 35 0.27 

Sitiawan 48620 4.2167 100.7 6.8  - 
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Figure 1: Locations of rain gauge stations. 

 

 

3. TIME SERIES CLUSTER 

ANALYSIS 

 

Cluster analysis is a technique that 

groups certain observations with similar 

characteristics or traits when the true group is 

unknown. Cluster analysis is applied in 

various data types, for example numerical 

data (Michinaka et al., 2011), image data 

(Arifin & Asano, 2006) and text data (Ariff et 

al., 2018). Time series clustering have been 

used in many areas of hydrology, such as to 

determine and group stations according to its 

homogeneous climate areas 

(DeGaetano,2001) or time frame according to 

a cluster that represents weather events or 

patterns (Ramos, 2001).   

 

Generally, there are three types of time 

series, which are whole time series clustering, 

sub-sequence time-series clustering and time-

point clustering (Aghabozorgi et al., 2015). 

For this study, only whole time series 

clustering will be considered since the 

purpose is to compare several meteorological 

observation stations rainfall time series data 

with respect to their similarity. Han et al. 

(2012) have classified clustering methods into 

five categories: 

• partitioning method 

• hierarchical method 

• probabilistic model-based method 

• density-based method 

• grid-based method 

 

The first three methods were used 

directly or modified for time series clustering. 

Partition clustering aims to separate set of 

objects into consistent group. At first, the 

objects will be placed randomly and later 

transferred into another cluster until being 

positioned in an almost similar group while 

for hierarchical clustering, each object is 

defined as a single group. Then, each object 

(group) will be merged to form a new one. 

The merging process continues until only one 

group is left. 

 

In this study, Ward’s hierarchical 

clustering was used to cluster the rainfall time 

series data in Peninsular Malaysia. Several 

studies have shown that Ward’s approach is 

suitable for clustering the rainfall data since 

the clusters do not have to be equiprobable 
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which imply that the number of stations in 

each cluster does not have to be equal. 

(Ramos, 2001; Tennant & Hewitson, 2002; 

Crétat et al., 2012).  

 

The use of Ward’s method in 

hierarchical clustering is to minimise the loss 

of information resulted from the combination 

of clusters. At each stage, the combination of 

each pair of possible clusters is considered 

and the combination of two clusters will 

increase the sum of squared errors (SSE). 

Eventually, all clusters will be combined into 

one large cluster with larger SSE value. 

 

3.1 Dissimilarity Measures  

 

The most important step prior to 

algorithm clustering is to generate numerical 

similarity and dissimilarity measures to 

characterise relationships between data 

(Munoz-Diaz & Rodrigo, 2004; Prasanna, 

2012). According to Lin & Li (2009), the 

similarity or dissimilarity between time series 

can be based on shape or structure concepts. 

The dissimilarity shape concept measures the 

similarity or dissimilarity based on the 

geometric of the series; this concept was 

commonly known as model free 

approachwhile the structure concept, also 

known as model based approach measure the 

dissimilarity based on the global underlying 

structure of the series. 

 

Three model free dissimilarity 

measures have been selected in this study 

which are Euclidean distance (ED), 

correlation-based distance (COR) and 

integrated periodogram-based distance (IP). 

The complexity-invariant distance (CID) 

which is a model-based dissimilarity measure 

was also considered in this study. 

 

Euclidean distance is the most 

common and easiest shape based dissimilarity 

measure for time series data. ED is calculated 

by

  

                                          
2

1

ED( , )
T

t t
t

X Y


 T TX Y ,                (1) 

 

where XT and YT are two different time series. 

 

Pearson correlation coefficient is 

selected in this study as the correlation-based 

dissimilarity measure. Highly correlated  

 

values mean that the distance is close and the 

formulae Pearson correlation is given as 

follows;
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Periodogram method is used to 

determine the dominant time period and 

frequency for a time series. This technique is 

also used to analyse periodic data by 

transforming the data into frequency waves. 

De Lucas (2010) discussed the distance 

measure on cumulative periodogram known 

as integrated periodogram (IP). IP calculates 

the distance difference between two time 

series in terms of cumulative periodogram. 

The advantage of this method over the basic 

periodogram is it can determine the entire 

stochastic processes that occur in the time 

series sequence. The steps to calculate IP is 

given as 
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with 

 

                                        T = vector length, 1T   

                               
TX kI  = periodogram for TX  

                                
TY kI  = periodogram for TY . 

 

Batista et al. (2014) introduced the 

CID time series measure, which improves the 

classification and clustering accuracy without 

compromising the efficiency. CID measures 

the complexity difference between two time 

series. It is a ratio of complexity of one time 

series to another (the less complex one). 

Complexity correction factor (CF) will be 

closer to one if both series have similar 

complexity level or greater than one if the 

complexity level of both series is different. 

CID is calculated by 
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and the complexity estimate is 
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3.2 Average Silhouette Width 

       

The optimal number of clusters, k, for 

a dataset is determined in clusterisation 

process. Out of several ways to determine the 

k value in this study, the average silhouette 

width (ASW) was selected.  

 

At first, the average distance for each 

subject in similar cluster is calculated. Cluster 

member with the lowest distance shows that 

the difference between subjects is minimal 

and can be clustered together. Then, the 

average distance for each subject will be 

compared to the average distance of 

neighbouring cluster members. The 

difference in ratio obtained from the 

member’s dissimilarity point in the same 

cluster to the nearest neighbouring cluster is 

known as the silhouette value. The overall 

silhouette value is calculated by looking for 

the average silhouette of each member. This 

measure the similarity level of cluster 

members. The ASW value obtained is used to 

determine the optimal cluster number, k, of a 

dataset.

 

 

 
 

Figure 2: Methodology flowchart. 
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Table 2: Bartlett’s test results of the yearly rainfall time series (1970-2014) according to each zone. 

 

Station 
 Bartlett’s K-squared 

test statistics  
d.o.f p-value 

East Zone: 

1.2171 3 0.7489 

1.      Kota Bharu 

2.      Hospital Dungun 

3.      Kuantan 

4.      Mersing 

Northwest Zone: 

2.5603 2 0.278 
1.      Alor Setar 

2.      Hospital Baling 

3.      Bayan Lepas 

West I Zone: 

0.6254 2 0.7315 
1.      Ipoh 

2.      Hospital Tapah 

3.      Subang 

West II Zone: 

0.0883 1 0.7663 1.      Sitiawan 

2.      Melaka 

 

 

4. ANALYSIS AND RESULTS 

 

Figure 2 summarise the flow of 

analysis process in this study. After rainfall 

data was processed, Bartlett’s test was used to 

check the homogeneity of variance of the 

time series data. This is to ensure that the data 

is of high quality to make sure the results are 

highly reliable. According to Table 2, the p-

value for all the tests is not significant. Thus, 

this no evidence of unequal homogeneity 

variance within the stations in each cluster. 

This may imply that the time series data in 

each clusters have no inhomogeneity issue. 

 

The results for each dissimilarity 

measure used in clusterisation using Ward’s 

method were compared where the value 

closer to one is regarded as the most suitable 

dissimilarity measure for the time series data. 

At each station, there are three sets of time 

series data, representing the overall time 

series data and time series for both monsoon 

seasons. Using the ASW value, the optimal 

number of clusters is 4k   (Figure 3).  

 

The dissimilarity measure results are 

summarised in Table 3, in which IP is the 

best dissimilarity measure for cluster analysis 

of the entire and NEM time series data. The 

values obtained are closer to one, showing 

that the real data cluster partitioning is 

reflected from the model. CID is also suitable 

for NEM time series while for SWM, COR is 

the best dissimilarity measure. The simplest 

dissimilarity measure, ED, does not provide 

better results for any time series.
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Figure 3: Optimal number of clusters from the ASW method. 

 

Figure 4 shows the hierarchical 

clustering in the form of dendrograms of the 

overall time series using all dissimilarity 

measures. The y-axis refers to the difference 

or dissimilarity between each cluster where 

the longer the vertical line, the larger the 

difference between clusters. From this, it is 

shown that cluster analysis results using IP 

and COR dissimilarity measures are almost 

similar. The percentage of stations of each 

cluster for all types of dissimilarity measures 

are tabulated in Table 4. Geographical factor 

and the station locations play a role in 

determining the clusters, as shown by the 

clusterisation map in Figure 5, which is based 

on the IP clusterisation 

. 

Table 3: Dissimilarity measure results of overall, Northeast Monsoon (NEM) and Southwest 

Monsoon (SWM) rainfall time series data. 

 

Dissimilarity Measure 

Distance 

Time Series 

Overall NEM SWM 

ED 0.4977 0.4977 0.5583 

CID 0.5857 0.6167 0.425 

IP 0.7292 0.6167 0.6167 

COR 0.6792 0.5778 0.6786 
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Figure 4: Dendrograms of time series data in 12 stations with dissimilarity measures: 

 ED (A), CID (B), IP (C) and COR (D). 

 

 

Table 4: The percentage number of stations for each cluster with different dissimilarity measures. 

 

Cluster 
Dissimilarity Measures 

ED CID IP COR 

#1 66.70% 33.30% 41.70% 41.70% 

#2 16.70% 33.30% 25.00% 25.00% 

#3 8.30% 16.70% 25.00% 16.70% 

#4 8.30% 16.70% 8.30% 16.70% 
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Figure 5: Clusterisation map of the Peninsular Malaysia rainfall data using IP dissimilarity measure 

based on the overall data. 

 

Figure 6 shows the cluster analysis 

dendrograms of NEM time series data where 

CID and IP distance measures produce 

similar results. During NEM, the east coast 

area of Peninsular Malaysia receives a lot of 

rain, thus influencing the cluster analysis 

results. The percentage number of stations of 

each cluster for NEM time series data is 

illustrated in Table 5 and the clusterisation 

map is depicted in Figure 7. 

 

 

The cluster analysis dendrograms of SWM 

time series data is shown in Figure 8, which 

is different than the NEM time series data. 

For SWM, the occurrence of rain is lower 

than the NEM, this significantly influences 

the determination of clusters than the NEM 

time series data clusters. For the SWM time 

series data, the percentage number of stations 

of each cluster is illustrated in Table 6 and the 

clusterisation map is depicted in Figure 9. 
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Figure 6: Dendrograms of the Northeast Monsoon (NEM) time series data in 12 stations with 

dissimilarity measures; ED (A), CID (B), IP (C) and COR (D). 

 

Table 5: The percentage number of stations for each cluster with different dissimilarity measures 

for the NEM data. 

 

Cluster 
Dissimilarity Measure Distance 

ED CID IP COR 

#1 66.70% 41.70% 41.70% 50.00% 

#2 16.70% 25.00% 25.00% 16.70% 

#3 8.30% 16.70% 16.70% 16.70% 

#4 8.30% 16.70% 16.70% 16.70% 
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Figure 7: Clusterisation map of the Peninsular Malaysia rainfall data using CID or IP dissimilarity 

measure based on the NEM data. 
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Figure 8: Dendrograms of the Southwest Monsoon (SWM) time series data in 12 stations with 

dissimilarity measures; ED (A), CID (B), IP (C) and COR (D). 

 

 

Table 6: The percentage number of stations of each cluster with different dissimilarity measures for 

the SWM data. 

 

Cluster 
Dissimilarity Measure Distances 

ED CID IP COR 

#1 50.00% 41.70% 33.30% 33.30% 

#2 25.00% 25.00% 25.00% 33.30% 

#3 16.70% 16.70% 25.00% 25.00% 

#4 8.30% 16.70% 16.70% 8.30% 
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Figure 9: Clusterisation map of the Peninsular Malaysia rainfall data using COR dissimilarity 

measure based on the SWM data. 

 

 

5. CONCLUSION 

 

This study shows that the time series 

clusterisation can be used to study the rainfall 

pattern in Malaysia. Given that the Malaysian 

climate has two monsoon seasons, the cluster 

analysis should be done separately. For 

Peninsular Malaysia, the optimal cluster 

number is four, in which Peninsular Malaysia 

is divided into four homogeneous climate 

zones, especially the northwest and east coast 

regions. Factors such as geographical region, 

locations and precipitation rate play a role in 

determining the clusters. IP dissimilarity 

measure is the most suitable measure for the 

analysis on the overall time series data, while 

IP and CID are for the NEM data and COR is 

for the SWM. From the results, it is 

concluded that Ward’s method is useful to 

cluster the Malaysian rainfall time series data. 

This approach can be extended by using other 

clustering techniques such as wavelet 

clustering (Singhal & Seborg, 2005) and can 

be used for storm event clustering (Ariff et 

al., 2016). 
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